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Improved ARL Imputation to estimate missing 
values and prediction of future values 

Prof. Thirumahal R., Ms. Deepali A. Patil 
 

Abstract— Missing data imputation technique means a strategy to fill missing values of a data set in order to apply standard methods 
which require completed data set for analysis. These techniques retain data in incomplete cases, as well as impute values of correlated 
variables.  Most of the existing algorithms are not able to deal with a situation where particular column contains many missing values. In 
this paper, we present an Autoregressive model based Imputation of missing values and its improved version. ARL Impute is effective for a 
situation where particular column contains many missing values but it is not able to deal with situation where many columns conatins many 
missing values. Thus, we present an Improved ARL based imputation to estimate missing values. Data preprocessing output is given to the 
input of the prediction techniques namely linear prediction. This technique is used to predict the future values based on the historical 
values. The performance of the algorithm is measured by performance metrics like precision and recall. 

Keywords- Autoregressive model (AR), Missing value estimation, Time series analysis, Linear prediction. 

——————————      —————————— 

1 INTRODUCTION                                                                     
Missing data imputation techniques can be used to improve 
data quality. Several methods have been applied in data min-
ing to handle missing values in database. Data with missing 
values could be ignored, or a global constant could be used to 
fill missing values (unknown, not applicable, infinity), such as 
attribute mean, attribute mean of the same class, or an algo-
rithm could be applied to find missing values. K-nearest 
neighbor imputation [1] can find missing values in a particular 
column but if many missing values are present then this 
method will give incorrect result. ARL [2] will perform when 
there are many missing values at particular time points, and 
even when the experiments for time points fail or are missing. 
But if many columns with many missing values are present 
then this method is not applicable . Improved ARL works well 
to estimate many missing values from many columns. 

 
The task of time-series prediction has to do with forecasting 
[10] future values of the time series based on its past samples. 
In order to do this, one needs to build a predictive model for 
the data. Data preprocessing output is given to the input of the 
prediction techniques namely linear prediction and quadratic 
prediction.Prediction makes use of existing variables in the 
database to predict unknown or future values of interest 

2 RELATED WORK 
Existing algorithms in temporal data mining has focused 

mainly on how to expedite the search if a particular time point 
(Column) conatins single or many missing values in sny type 
of dataset, less attension has been paid to the methods that 
exploit this search for many missing values at many time 
points. 
 

The approach proposed in paper [1] describes the KNN 
impute algorithm to find missing values from microarray time 
series dataset. The k-nearest neighbor (KNN) method selects 
genes with expression values similar to those genes of interest 
to impute missing values. The drawbacks of KNN imputation 
are the choice of the distance function and it searches through 
all the dataset looking for the most similar instances. In order 
to overcome this problem ARL impute was introduced. 
 
The LLSimpute (Local Least Squares Imputation) algorithm [8] 
predicts the missing value using the least squares formulation 
for the neighborhood column and the non-missing entries. It 
works well but the time complexity is higher. Due to above 
disadvantages in [2] they discussed ARL based missing value 
estimation method that takes into account the dynamic prop-
erty of temporal data and the local similarity structures in the 
data.  
 
The approach in [2] uses autoregressive-model-based missing 
value estimation method (ARLS impute) which is effective for 
the situation where a particular time point contains many 
missing values or where the entire time point is missing. But 
this method does not estimate missing values form many col-
umns. Thus, improved version of ARL was introduced 
 
To predict the future time series vales using clustering or 
training the neural network [13] , however incur a very high 
update cost for either mining fuzzy rules or training parame-
ters in different models. Therefore, they are not applicable to 
efficient online processing in the stream environment, which 
requires low prediction and training costs. To overcome this 
drawbacks Xiang et al [4] proposed three approaches namely 
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polynomial, Discrete Fourier Transform (DFT) and probabilis-
tic, to predict the unknown values that have not arrived at the 
system and answer similarity queries based on the predicted 
data. 
 
In this work, we describe and evaluate two methods of estima-
tion for missing values in Synthetic control dataset [5]. We 
compare our ARL and Improved ARL based methods by cal-
culating error rate using NRMSE to show the accuracy. And 
also we present the polynomial approach that predicts future 
values based on the approximated curve of the most recent 
values. 
 
 

3 PROPOSED METHOD 

3.1 IMPROVED ARL IMPUTE ALGORITHM 
ARL Impute [2] and [10] is not able to deal in the situation 
where a many time points contain many missing values or 
where the entire database is missing. Improved ARL is an ef-
fective method which finds the missing values for more than 
one columns of missing data.  
Improved ARL is a modification of ARL Impute so that this 
algorithm includes all the steps of ARL Impute. Improved 
ARL Impute algorithm finds missing values from different 
columns and therefore coefficient matrix will be calculated for 
every column. Then put those coefficients into the cublic 
spline equation to get the predicted values. 
 
AR coefficients [3] can find by or cubic spline interpolation 
method. AR model can be described in equation as follows: 
 
 
                                                              ………………………3.1.1 
where, aj is the coefficient matrix., ∈ j is a sequence of inde-
pendent identically distributed normal random variable with 
mean zero. It means that any given value jy  in the time series 
is directly proportional to the pervious value jY  plus some 
random error ∈ j. As the number of AR parameters increase, 

jy  becomes directly related to additional past values.   
 
Here aj coeffiecint matrix will be calculated for each column. 
 
Let us assume that (y1,y2,….ys) are the observed data and {x1, 
. . . , xm} are the missing data. Estimation of missing data in 
matrix form is given by: 
            e=Az       ………………………………………………3.1.2 
               
where z is a column vector that consists of the observed data y 
and the missing data x, and A is a Toeplitz matrix whose col-
umn number is n and row number is n- p , which is written as: 

 
 
 
 
 

 
 
If we separate the observed data from missing data and split A 
in the block matrix, the equation can be written as: 

   e=Bx+Cy ……………………………..3.1.3 
  
Where B = [B1 , B2 · · · ] and C = [C1, C2 · · · ] are block sub 
matrices of A corresponding to the respective locations of ob-
served data y and missing data x. Finally the missing data can 
be calculated from B# (pseudo inverse of B).The correspond-
ing equation is given by: 
   x= -B# Cy …………………….3.1.4 
 
Example (IMPROVED ARLI): 
t={1,2,3,4,5,6} 
ft={28.7812,31.3381,28.9207,25.3969,32.8717,36.0253}; 
f={28.7812,31.3381,28.9207,25.3969,0,0}; 
 
t={1,2,3,4,5,6,7} 
ft1={ 34.4632, 31.2834, 33.7596, 27.7849,7.569, 29.2171,    
32.337}; 
f1={ 34.4632, 31.2834,0,0,0, 29.2171, 32.337}; 
 
Predicted missing values in f are: 
33.444517818996474    at t=5.0   
37.0461820669976        at t=6.0 
Predicted missing values in f1are: 
28.97423999999749    at t=3.0   
27.73036999999391    at t=4.0 
27.746439999989708   at t=5.0 
 

 

3.2 PREDICTION OF TIME SERIES DATA 
Prediction technique described in paper [4] uses H historical 
values (x1. . . xH ) to predict ∆t consecutive values in the fu-
ture. Without loss of generality, let x1 be the value at time 
stamp 1, x2 at time stamp 2, and so on. In linear prediction, 
this assumes that all the H+∆t values can be approximated by 
a single line in the form of equation 3.2.1: 

 
 x=a.t + b …………………………………………………... (3.2.1) 

 
where, t is the time stamp, x is the estimated value, and pa-
rameters a and b characterize these H+∆t data. 
 
 
Algorithm of prediction technique: 
Input: No. of historical values H, No. of predicted values Δt  
Output: Prediction of future values at timestamp t and pre-
diction error 
 
1. Specify the no. of historical values (H) and predicting values 
(Δt). 
 
2. Linear prediction is defined in the equation 3.2.2: 
x=a.t+b ……………………………………………….. (3.2.2) 
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 where,  a and b are coefficients, t is timestamp and x is esti-
mated value. 
 
 3. The coefficients a and b is computed using equation 3.2.3 
and 3.2.4 respectively: 
 

a=12.                                                                    …. (3.2.3) 
 
b=6.                                                                     ….. (3.2.4) 
 

4. After getting estimated values prediction error is calculated 
to find prediction accuracy which is given in the equation 
3.2.5: 
 
       
  

 
 ……………………………………………. (3.2.5) 
Where, ijt '  corresponds to the predicted value of ijt . Emax is 
the maximum possible error between actual and predicted 
series. And )( ipred TError  is the relative error. 
 
Example: 

X= (34.4632, 31.2834, 33.7596, 27.7849, 27.1159, 29.2171, 32.337) 

No of historical values: 4 

Enter the number of predicted values: 3 

a=-1.7558700000000016 b=36.21245 

Predicted next 3 values: 

t5.0=29.18896999999999 

t6.0=27.43309999999999 

t7.0=25.677229999999987 

Prediction error=0.6224089545612033 

3.4 PERFORMANCE MESUREMENT USING PRECISION AND   
RECALL 
Prediction techniques can be measured by two parameters 
namely precision and recall. To calculate Precision and Recall 
TP (True Positive), TN (True Negative), FP (False Positive), FN 
(False Negative), P (No of Positives), N (No of Negatives) val-
ues are taken into account. Precision, Recall, TP rate, FP rate 
can be calculated by using following equation: 

 
Precision=TP/ (TP+FP) 
Recall= TP/ (TP+FN) 

 
TP, FP, TP and FN can be calculated as follows: 
1. TN / True Negative: case was negative and predicted nega-
tive. 
2. TP / True Positive: case was positive and predicted positive. 
3. FN / False Negative: case was positive but predicted nega-
tive. 
4. FP / False Positive: case was negative but predicted posi-
tive.  

 
To calculate positive and negative values thresholds are set for 
number of historical values and prediction error. 

4 RESULT AND DISCUSSION 
Missing values are estimated for Synthetic control chart da-
taset [5] using Improved AutoRegressive (AR) Model. Dataset 
is shown in figure 4.1. 
 
 

 
 
 
 
 
 
 
 
 

 
Fig 4.1. Synthetic contol chart Time series dataset 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 4.2. Output Of Improved ARL Impute 

 
As shown in figure 4.2, User has to enter zero for many values 
in more than one column to show that the value is missing 
and then click on the estimate button. Here, after pressing Es-
timate button message dialog box shows the predicted value 
which is approximately similar to original value. After estima-
tion, a predicted value is imputed instead of zero. Here, the 
disadvantage of ARL Impute which will estimate many miss-
ing values from a particular column is overcome by estimating 
many missing values from more than two columns. 
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Figure 4.3 shows the performance of linear prediction by vary-
ing number of Historical (H) values over prediction error. 
Graph shows that linear predictions have errors that first de-
crease and then increase when H increases. This indicates that 
the most recent values have more importance in predicting 
future values, whereas too few historical data may result in a 
high prediction error. X-axis of the graph indicates number of 
H- values in the database and Y-axis indicates Prediction error 
in percentage. 

H-Values Prediction error 
2 2.252801563 
3 1.132079694 
4 0.822701159 
5 0.863046011 
6 0.567604334 
7 0.370528621 
8 0.584124612 
9 0.540099051 

 
 
 
 
 
 

 

 

 
Figure 4.3 Performance of Linear prediction using error 

prediction vs H- values  
 

The performance of the prediction was measured by Precision-
Recall curve which are shown in Figure 4.4. Based on these 
curves, accuracy of the proposed algorithm can be measured. 
Precision- Recall curve can be obtained by plotting recall in x 
axis and precision in y axis. Fig 4.4 shows that recall value is 
decreased with respect to increasing value of precision. 
 

 

Figure 4.4 Precision and recall curve 

5 CONCLUSION 
This application focuses on the task of estimating the missing 
values from database and imputes them again to the database 
so that database is completed with related values. Here the 
idea is to find the missing values indicated by zeros and esti-
mate and impute those using different algorithms Also, the 
predictions of future time series values are done by using line-
ar prediction. Performance of prediction depends on the preci-
sion and recall curve. 
 
ARL Impute estimates many missing values form a particular 
column and Improved ARL Impute estimates many missing 
values form more than one column. Linear prediction algo-
rithm predicts the future values based on the historical values. 
 
Here, experimental results are promising: The performance of 
the prediction was measured by Precision-Recall curve which 
shows that recall value is decreased with respect to increasing 
value of precision. 
 
Besides using different probabilistic algorithms many further 
improvements can be done. Here we are focusing only on 
number of missing values and number of columns but not on 
length of a column. 
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